Prediction of Hybrid Learning as a Future Study Approach
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Aim of the Project

The primary goal of this research is to implement Al models that anticipate hybrid learning based on student opinions. Several supervised machine learning methods (SVM, RF, XGB, DT, and LR) have been trained and
evaluated on over 100 samples. Additionally, XAl (SHAP model). The results of each model were significant, having good accuracies. The predictors take into account hybrid learning difficulties, perks, university support,
assistance, demography, and other factors. Based on the best model, the plan is to create a web application that may provide prediction results based on the input. This tool will act as a hybrid learning recommender.

Project Framework

Hybrid Recommender Tool for the Future study of Students
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Figure 1: Hybrid Learning Recommender.

Above is the pictorial representation of the research. It shows the conceptual framework of the proposed
research project. As early findings indicate, the most important contribution of this research is the devel-
opment of an Al web application/tool that identifies the possibility of adopting the hybrid learning mode in
higher education. Furthermore, the combination of an explainable artificial intelligence model (SHAP) and
a standard machine learning model (SVM) to define the hybrid learning mode in the field of education is a
unique contribution.
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Mr. Zeeshan Mohammad is M.Sc. student at ELTE-IK, who is developing the course “Statistics and Machine
Learning for Real-Time Data Analysis in Python”. He has completed around 40% of his task.
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Ms. Mangi Agsa Gul is B.Sc. student at ELTE-IK, who is developing the course “Statistics and Machine
Learning for Real-Time Data Analysis in IBM SPSS”. He has completed around 70% of his task. .

SUMMARY OF RESULTS ACHIEVEMENT

Al models have been implemented with primary samples. Graph shows the vital results of the SVM model
with the confusion matrix, learning curve, testing approaches, factor loading, and PCA components.
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Figure 2: Hybrid learning Recommendation results

The present project integrated and explained the SVM model with SHAP to predict the hybrid learning in
education.The primary samples have been considered for it. Test accuracy was observed, and the best pa-
rameters were set to train the model using SVM hyperparameter optimization. The model has been trained
with 99% accuracy and tested with 98% accuracy. Hence, SVM has been stabilized and no significant vari-
ation has been found in both accuracies. Additionally, the final trained model was further explained using
the SHAP approach, which described the novel features that contributed significantly to the classification
task. The SVM model acquired the maximum possible f1-score, precision, and recall values, all of which
were 0.98. According to the calculations, the AUC equals 1, which indicates a high value for accurate
segregation between “Yes” and “No” responses. According to the SVM coefficient, the attributes that had
the most impact were Overall Satisfaction (OS), Long Term Solution (LRS), Feeling Happiness (FH), and
Overall Satisfaction (OS). These attributes had positive coefficients of 0.78, 0.49, 0.47, and 0.41 respec-
tively. The Challenging Group task (CGT) and the Obstacle (OBST) have negative coefficients, with the
former being -0.42 and the latter representing - 0.16. While the selection was being made, Shapley Additive
Explanations (SHAP) explained the strength of the SVM model and voted for OS, FH, LRS, and CGT.

Data Analysis Course Content Development



Statistics and Machine Learning
for Real-Time Data Analysis in IBM SPSS
(70% Completed)

Ms. Mangi Agsa Gul

Chapter-1: (Introduction): Entering Data in IBM SPSS, Importing Data from Excel to IBM SPSS, Sorting
and Selecting cases, Data types, Splitting data files, Merging data files, Missing value imputation, Detecting
Univariate Outliers, Detecting Multivariate Qutliers, reliability and kappa.

Chapter-2: (Descriptive Statistics): Frequency, mean, median, mode, variance, percentage, standard
deviation (dispersion), normality, kurtosis, skewness, equal variance (homogeneity).

Chapter-3: (Data Transformation): Recode variables, compute new variable, Standardizing Variables to Z-
Scores, Left Skewed, Right Skewed, reflective, Log10, Inverse, Sqrt.

Chapter-4: (Data Visualization): QQ Plot, scatter plot, boxplot, histogram, bar plot, Line chart, Scree plot.
Chapter-5: (Parametric test): Hypothesis Testing, p-Value, Independent T-test (one sample-two sample),
paired T-test, ANOVA, Repeated measures ANOVA, ANCOVA,

Chapter-6: (Non-Parametric test): Mann-Whitney, Wilcoxon signed-rank, Kruskal-Wallis.

Chapter-7: (Correlation and Association) : Pearson Correlation, Spearman Rho And Kendall Tau-B Rank-
Order Correlations, Chi-Square (Binary and Multinominal), Risk Analysis.

Chapter-8: (Regression): Simple Linear regression, Multiple linear regression, Hierarchical linear
Regression, logistic regression, ROC analysis, Multinominal I.ogistic Regression.

Chapter-9: (Survival Analysis): Life tables, Kaplan Meier, Cox Regression.

Figure 3: Data analysis Course: IBM SPSS.

Statistics and Machine Learning
for Real-Time Data Analysis in Python
(40% Completed)

Mr. Zeeshan Mohammad

Chapter-1 (Introduction) : Installation python, Anaconda, Jupiter notebook, Colab, Visual studio,
python interpreter, math, variable Assignment, print function, operators, conditional statements,
list, tuples, string, dictionary, sets, function and loops, break, continue, pass, Exception handling,
array, and matrix. Import libraries (NumPy, SciPy, matplotlib, pandas, seaborn, sklearn, statspy),
Install packages and set up the environment.

Chapter-2 (Data Preprocessing and sampling): Encoding categorical features, Standardizing
Variables to Z-scores, reflective, Logl0, Inverse, Sqrt, normalization, one hot coding, leave one
out, hold out, cross-validation, and use Grid search cross-validation, Smote.

Chapter-3 (Data Manipulation) : Importing Data from Excel or CSV, Create DataFrame,
Concatenate DataFrame, Join DataFrame, Summarizing, Columns selection, Rows selection,
filtering, sorting, Reshaping by pivoting, duplicate data, missing data, outliers handle, Groupby.
Chapter-4: (Data Visualization): bar chart, scatter plot, line chart, pie chart, boxplot, histogram,
save figures.

Figure 4: Data analysis Course: Python.

RESULT & BENEFIT

This machine learning project is used to determine whether or not students would like to pursue education
via hybrid learning mode. There will also be fresh aspects that will be suggested, such as challenges,
benefits, university support, assistance, and demographics, all of which can assist in arriving at a mean-
iIngful option. The findings will make it possible for policymakers to gain a better understanding of the true
challenges and potential advantages associated with the acceptability of hybrid learning in our educational
system.

Further, the developed content will be scientific and quality-based. To digitalize the higher education, the
present project with content will be appropriate. This content will also be closer to the industry requirements.
The PPTs will be permanent assets to the university. The designed course will attract more international stu-
dents after polishing it. The designed course based on project will be useful for informatics, social science,
and psychology students.

The proposed factors may help the university decision-makers to decide to switch from an offline mode to
a hybrid mode of education of course. Three levels: BSc. MSc., and Ph.D. students can join the course to
take industry-oriented case studies. Additionally, students and teachers from other faculty, and schools can
also be trained to improve their data analytic skills.
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